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T he performance of six pzddi.s+~ecl method7 for ex- 
tmctirzg relative spectral emissitiity irzfonnation from 
thermal infrared rrmltispectral data has been eualuntcd. 
lri the first part of this article, we recall those six meth- 
ods and .shozl; rr~athe~r~atically that they are almost erpb- 
dent to each other. Then, tlsing simdated data for the 
TIMS (Ther~~lal Infrared Mrdtispectral Scanner) instru- 
ment, we analyze the sensitivity (>f those methods to clif- 

fkrent Sources of error which may occur in real data .such 
as error.9 clue to 1) nlethocl sirydification, 2) instm~nental 
noise cud systematic calibration error, 3) uncertainties 
on the estirriation of dowiwellin g atniospheric radiance, 
nncl 4) ~incertaintics of atuiospheric parauietem in ntmo- 
spheric correctioris. In ter7rLs of resdting errors iri rela- 
tirje el~&iuity, the res!sldts shoz~ that: a) all methods are 
very sensitiue to the uncrrtainties of atmosphere. An er- 
ror elf 20% of water unpor in micllntit~lcle ,sii1m~er ntrno- 
sphere (2.9 cm) may lead to an error of 0.03 (mm) for 
Channel 1 (worst case) of TIMS. h) The effect of the at- 
~~w.spheric reJection term is 2;ery i~~~potinnt. If this term 
is neglected in nlethocl clefielopnierit, this may lead to an 
error (If 0.03 (nru) for CI iannel 1 and midlatitude .siirn- 
Icier nt~liosphere. This is the case for tile alpha method. 
c) lristrrilliental noise comuonlq expressed by noise 
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eqlcitialent clierence temperatll re (NEAT) from 0.1 K to 
0.3 K reslilts irk an error on relative eniissiuity ranging 
from 0.002 to 0.005 for all methods. d) Error on relative 
ernissitiity due to the iristmllrlerital calibration error (sy.s- 
tematic error) is negligible. The sttcdty also shows that the 
relatice clliissiuity cleritietl with deviate at~~iosphere is lin- 
early related to its actwnl rjalue derked with correct at- 
mospheric pranieters. Based on this property, we pro- 
pose three Inethods to correct filr the errors caiisecl by 
crtmospheric corrections iincler horizontally inoariant at- 
rnospheric conclitions. A practical analysis dth the real 
TlMS data acquired for Haps-Sahel experiment in 1992 
.siipport.e the results of this sidation. OElseGer Sci- 
ence Inc., 1999 

INTRODUCTION AND OBJECTIVES 

Investigation using thermal infrared (TIR) multispectral 
measurements has been undertaken over some decades 
to study the utility of those data for lithological mapping 
and mineral exploration. Numerous studies have demon- 
strated the great utility of spectral emissivity information 
extracted from those data for discrimination and some- 
times identification of different types of surfaces (\‘in- 
cent and Thomson, 1972; Kahle et al., 1980; Kahle and 
Goetz, 1983). Several new instruments are planed and/or 
approved for the next coming years, all having TIR 
bands, such as ASTER (Advanced Spaceborne Thermal 
Emission and Reflection Radiometer) and MODIS 
(Moderate Resolution Imaging Spectroracliometer) on 
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NASA’s EOS-AM1 satellite. This will increase the num- 
ber of TIR data available and will lead to the more and 
more researches using TIR data. Developments of algo- 
rithms to extract land surface temperature and emissivity 
from these new data have been recently undertaken 
(IVan and Snyder, 1996; Gillespie et al., 1996; 1998). 

Such algorithms are very timely. In fact, the quantity 
measured remotely by a radiometer is the spectral radi- 
ance which depends not only on the surface parameters 
(surface emissivity and surface temperature) but also on 
the atmospheric parameters. Therefore, in order to ex- 
tract the surface temperature and emissivity from space 
of aircraft data, it is necessary to perform both atino- 
spheric corrections and a separation of surface emissivity 
and surface temperature contributions to the atmospher- 
ically corrected radiance. Unfortunately, these two prob- 
lems are bound together due to the surface reflection. 
Furthermore, the separation of surf&e emissivity and 
temperature is very complicated because of the nonline- 
arity of the relationship between radiance and surface 
temperature. Moreover, regardless of the number of 
channels used in the measurement, there is always one 
more unknown than radiance measurements even if the 
quantities characterizing the atmosphere are known. 
Thus, for a radiometer having N channels, there are N 
values of spectral radiance, but N+ 1 unknowns [N emis- 
sivities (one per channel) plus one surface temperature], 
so that this system has no unique solution, unless coin- 
plementary independent information is added. 

If one is interested to extract both temperature and 
emissivity, different assumptions have to be made to re- 
duce the number of unknowns, for example, the day/ 
night method (Becker and Li, 1990; Watson, 199%; Wan 
and Li, 1997), the grey body emissivity method (Bar- 
ducci and Pippi, 1996), and the temperature-emissivitj 
separation (TES) method (Gillespie et al., 1998). If one 
is interested only to determine spectral shape, relative 
emissivities are useful, and several methods have been 
proposed. These methods have been recently discussed 
by Gillespie et al. (1996). They are the reference channel 
method (Kahle et al., 1980), the etnissivity normalization 
method (Gillespie, 1985), emissivity renormalization (Stoll, 
1993), the temperature-independent spectral indices 
method (Becker and Li, 1990), the spectral ratio method 
(Watson, 1992b), and the alpha emissivity method (Kealy 
and Gabell, 1990). This article evaluates the performance 
of these six methods published in the literature. In the 
first part of this article, we shall recall the principle of 
these six methods. In the second part, using sets of sirnu- 
latecl data, we analyze the sensitivity of those methods to 
different errors which may occur in real data. Based on 
this analysis, the last part will be devoted to the extrac- 
tion of surface relative emissivities from TIMS (Thermal 
Infrared Multispectral Scanner) data acquired for Hapex- 
Sahel experiment in 199.2 (Prince et al., 1995) and also 
to the discussion of results. 

RELATIVE SPECTRAL EMISSIVITY 

INFORMATION EXTRACTION METHODS 

Approximate Expression for the Channel Radiance 

On the basis of radiative transfer equation, the radiance I, ’ 
measured from space or aircraft in Channel i may be writ- 
ten with a good approximation as (Becker and Li, 1990) , 

6 = ft x z, + &,ttT > (1) 

where 7, is the channel total transmission of the atnio- 
sphere in Channel i, R,,t,T is the upwelling atmospheric 
radiance in Channel i, and R, is the channel radiance ob- 
served in Channel i at ground level given by 

R,=&,B,(T,)+(l--E,)R,,,,1. (.fa 

In this expression, F, is the channel einissivity, R,,,,l is the 
downwelling hemispheric atmospheric radiance in Chan- 
nel i, and B,( T,) is the channel radiance which would be 
measured if the surface were a blackbody (E,= 1) at tem- 
perature T,, defined as 

r-f B,(T,)= 'I 
mm3 & 

If ,; ,(i) tli ’ 
(3) 

in which J;( r,) is the spectral response of the radiometer 
in Channel i and B,( T,) is the Planck function given by 

n 

B,(T) = 

A’[ exp[ij - l] 2 

5 

(4) 

with C,=l.lYl~lO-’ \V/(in’ sr cm?), C2=1.439 an K, 
and 2 is the wavelength in centimeters. 

Alternatively, the channel brightness temperature T, 
and surface brightness temperature TKl in Channel i can 
be used instead of the radiance I, and R,; they are re- 
spectively defined from I, and R, as 

h=B,(TJ, (5a) 

R=B,(T,,). (5b) 

Temperature-Independent Spectral Indices for 

Two Channels i and r (TISIi,) 

This method is based on the power law approximation 
of the Planck’s function B,(T) 

B,(T) =n,T”l, (SC) 

where n, and n, are channel-specific constants for reason- - 
able variation of temperature. Using this approximation, 
Becker and Li (1990; 199Ei) defined TZSI,, for two Chan- 
nels i and r (r being the reference channel) from the * 
radiance R as 

with 



in which Ti’<” is the highest Tc among N channels used 
. for a given pixel. 

Considering Eqs. (5a), (Sb), and (SC) and defining 
the downwelling atmospheric effective temperature TNI as 

it is easy to show from Eq. (6) that 

SirIce T 111~~\ 
c and II,,. are respectively very close to T, and 

unity, T,$T,,,, the second term in the parenthesis in the 
above equation is very small and can be neglected, 
Therefore, TISI is almost independent of surface tem- 
perature and can be further approximated to 

If we take the channel having the highest Tc among N 
channel as reference channel r ( T,:“c”=T,,), from Eq. (6), 
and taking into account that 

C,=l and B,(T~‘i,“)=B,(T,,)=(a~/~~~“‘)B,(T~,)”’r, 

it is easy to check that 

(7 

Reference Channel Method (REF) 

The reference channel method was first developed by 
Kahle et al. (1980). Tl iis method assumes that the eniis- 

sivity in one channel, for example, Channel r, E,, has 8 
constant value E: for all pixels, that is, c,.=cst=$. Consid- 
ering channel r for which e,=# and knowing atmospheric 

parameters (z,., &,T, and &.,), an approximate surface 

temperature Tt=T,($) can be derived for each pivcl 

from its measured radiance, I,, by the inversion of Eqs. 
(l), (2) and (3), that is, 

T:=TJE~~)=B,~ 
I, -R,,l,T-(l-Eif)R,I,lZ, __- 

T,-&Y 1 

B,.(Tg,)-(l-)fL, - 
8 1 (8) 

. This temperature is then used with Eqs. (1) and (2) to de- 
rive emissivity values for the remaining channels, that is, 

In order to study the sensitivity of E: on ef, the chosen 
value of E,., we insert Eq. (8) into (9) and taking into ac- 

count Eq. (SC), one gets by a simple mathematical ma- 

nipulation that 

and 

T~S&‘rX’= R B,(T,,) T “I = 2 , 
i i a, R:!“’ B,( Tgi.) K, 

which is equivalent to TISI,,. if the atmospheric reflection 

term [last term in Eq. (2)] were neglected in TISI,,.. Since 

TZSI::” y!=y, and J$ is close to unity, the second term in 

the denominator of Eq. (10) is very small compared with 

the first term and cyan be neglected in a first-order ap- 
proximation. This demonstrates that if we divide EP de- 
rived from Eq. (9) by (E:)““‘, the quantity obtained is al- 

most independent on the value of emissivity in reference 
channel r (E!) given in Eq. (S), particalarly when actual 

E, is close to unity. That is to say, 

This is the case for emissivity normalization method in 

which we choose the channel having the highest emissiv- 
ity value among N channels for a given pixel as a refer- 

ence channel r. Under this condition, Eq. (10) can be 
simplified to 

This shows that two methods (TISI and emissivity nor- 

malization method) are equivalent to the first order. 

Emissivity Normalization Method (NOR) 

This method was first described by Gillespie (198.5) and 
used by Reahnuto (1990) and Gillespie et al. (1998). This 
method assumes a constant ernissivity in all N channels 

for a given pixel, which enables N temperatures to be 

calculated for each pixel using (8) from their radiance. 
The maximum of those N temperatures (Ti’c”) is consid- 
ered to be the land surface temperature (T,) and used to 

derive emissivity values for the other channels as it is 
done with the REF method. If the maximum of temper- 
atures for a given pixel occurs in Channel k (7c may be 
one of the channels between 1 and N), this means that 
the einissivity in Channel k is the maximum for this pixel. 
As for the REF method, the derived emissivity value was 
divided by &;I” for other Channels i is almost independent 
on the given cl, value as described by Eq. (11). 
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Emissivity Renormalization Method (RE) 

This method, similar to two-channel TISI method, was first 
developed by Stoll (1993). Besides the approximations 
made in constructing TISI, this method assumes further 
that 

TIS$ 
5 

instead of A, 
$” 

where j denotes the channel having the maximum of tem- 
perature among N channels for a given pixel: TT’c”=Tc,. 

This is a good approximation because both &, and ~1,, 
are close to unity for thermal infrared instruments pro- 
Lided that the positions of Channels i andj are not too fiu-. 
This is the case for TIMS instrument. 

Based on this approximation, Stoll (1993) constructed 
another spectral index, called RE, such as 

RE,= 
TM,, 

(l/N) i TIS&’ 
k=l 

which means 

RE,= ” .\ . (12a) 

WV C EL 
k=l 

It should be noted that the average of RE, for N channels 
is equal to unity, that is, 

ii,,,=,, 
l-1 

which permits us to compare the spectral emissivity E, in 
relation to its mean for N channels, and therefore to 
study directly the spectral variations of emissivity. 

To compare directly with other methods, if we 
choose the Channel r as a reference channel, the relative 
emissivity in Channel i with respect to this channel is 
straightforwardly obtained by taking the ratio of the two 
REs defined by Eq. (12a), that is, Eqs. (I2b) and (12c): 

&,-RE, 
E,. RE,’ 

Wb) 

which means that 

se TISZ,, --= B,( T,,) - ZL1 xB,(T;‘“) -&I 
with 

c, TM,., B,(Ty”) -Rot,, Br(T,J +&I 

(12c) 

Spectral Ratio Method (SR) 

This method was proposed by FVatson (199210) based on 
the concept that, although the spectral radiances are very 
sensitive to small changes in temperature, the ratios are 
not. Taking the spectral ratios of two radiances given in 
Eq. (2) for two channels i and r (r being the reference 
channel), the emissivity ratios can be determined from 

d. uncertainties of atmospheric parameters in atmo- 
spheric corrections. 

The Simulated Data Sets 

s= B,(T:r)-Rot,, xBr(TWR,,r~ In order to evaluate the different methods described 

G- BrU’,,r)-Rot,, B,(T,)-R,,,1 above, four data sets of thermal infrared radiance were 

provided that surface temperature (T,) is known. Watson 
(1992b) demonstrated that the maximum value of the sur- 
face brightness temperatures among N channels (Ti”“‘) rep- 
resents a best estimate of the surface temperature. 

In consequence, he suggested to replace T, by T/“” 
in above equation. In this manner, the SR method gives 
exactly the same emissi\iity ratios as the RE method 

[Eq. (12c)]. 

Alpha Emissivity Method (a) 

This method was developed by Kealy and Gabell (1990) 
based on the Wien’s approximation of the Planck func- 
tion given by Eq. (4). Taking natural logarithms of the 
radiance B,(T,) given by Wien’s approximation and elimi- 
nating the surf&e temperature T, by subtracting natural 
logarithms of one channel from its mean for N channels, 
and defining a for Channel i such that 

s 
a,=;1, In c,-+ C AL In cX, 

k-1 
(13a) 

Kealy and Gabell (1990) showed that 

1 h 
a,=;1, In B,(T::,,)-- 2 ik In Bk(T,k)+K, 

&=I 

where K, is in constant value which C;;LII be calculated 
from the channel wa\ielengths and the first radiation con- 
stant (Kealy and Gabell, 1990). This means that a, can 
be directly obtained from the measured radiance B,(T,,). 

It should be noted that this method is difficult to 
use when dealing with the measured radiance R, or I, 
because the surfiace reflection term [last term in the 
right-hand side of Eq. (2)] is neglected in constructing 
a,. As for RE method, after a simple mathematical ma- 
nipulation of Eq. (13a), the relative emissivity in Channel 
i with respect to reference channel r can be easily ob- 
tained by Eq. (13b): 

:=(exp(a,-rr,))““. 
, 

SENSITIVITY ANALYSIS FOR DIFFERENT 

METHODS WITH SIMULATED TIMS DATA 

(13b) 

We shall analyze in this section the sensitivity of those 
methods to different sources of errors which may occur 
in real data such as errors due to 

a. method simplification, 
b. instrumental noise and calibration error, 
c. uncertainties on the estimation of downwelling at- 

mospheric radiance, 
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simulated for the TIMS (Thermal Infrared Multispectral 
Scanner; Palluconi and Meeks, 1985) rxliometer (the 
TIMS has six spectral channels in 8-12 pm. The center 
positions of each of channels are 8.379 pm, 8.782 pun, 
9.1’23 pm, 9.878 pm, 10.71 1 pm, ad 11.637 pm). Each 
data set \\‘as created for a variety of natural Earth surf&e 
inaterials with fi\Te surf’we temperatures varying from 
290 K to :310 K in steps of 5 K. Ninety types of natural 
surface materials including igneous, metainorphic, and 
sedimentam rocks, desert varnish, soils, vegetation, wa- 
ter, and ice urere considered in this analysis. The channel 
eniissivity for each material was determined from the 
hemispherical spectral reflectance measured by Salislxirv 
and D’Aria (1992) and by F. Nerr)T (personal communi- 
cation, 1996). The channel radiance for different data 

sets \vere synthesized for each material at a gilTen surface 
temperature as following: 

Dcrtcl Set for Rnclkr~ce nt Stl~$~cc Lcwl withold 
iltmosph-ic Rc&ctim 
To e\Taluate the sensitiviv of different methods to the 

error resulting from method simplification, we simulated 

the channel radiance emitted directly by siirfxe inateri- 
ah at sin-face level using the forniiila: 

where R{ would he the channel radiance at ground level 
in Channel i (i = l-6 for TIMS) for material j !j= l-90) 
if there were no atmosphere md E’, is the channel emis- 

sivity determined from the laboratory measurell~ents. 

Tdh 1. The Maximum Ahlute Error of’ Enksivity Katie anti the Standard 
Deviation of Endssivity Ratio Error for Diffkwt M&ods Due to 
Both thP hlodel Simplification and the Instrumental Noiws 
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Midlatitude Summer 
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Figzlre 2. Effect of downwelling atmospheric radiance error on relative emissivity calculation. 
The abscissa represents the actual \due Eli computed directly using emissivity values while 
the ordinate represents I?,~ calculated from the simulated radiance with an error of ?2O% on 
the actual downwelling atmospheric radiance. 
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Fi~~rr-c~ 3. Sta&d deviation of E; j - E, j versus TIM S chnnels for two t)ys of atmosphere: a) midatitnde summer; 
1j)“U.S. standard IS’ici. 

Dntn Set Inchding t/le Iustmlluent Noise and 
Stpteu&c Cnlihration Error 
To study the sensitivity of different methods to the er- 
rors caused by instrumental noise and by systematic cali- 
bration error, we simulate the radiance by keeping the 
same surface paraineters as that in the previous subsec- 
tion, but changing NEAT (noise equivalent temperature 
difference) and AT, (systematic instrument calibration 
error) values as below: 

a. NEAT=O.l K, AT,=0 K; 
b. NEAT=03 K, AT,=0 K; 
c. NEAT=O.l K, AT, =1 K; 
cl. NEAT=O.3 K, AT,=1 K. 

Dntn Set for Radiance at S1lr&ce Lez;el 
To analyze the sensitivity of different methods to the er- 
ror of downdwelling atmospheric radiance, we first calcu- 

Figure 4. Same as Figure 2 but for U.S. stan- 
dard atmosphere 19’76 and TISI method. 

1.2 

0.8 

lated R,,t,l using Modtran 3.5 (Kneizys et al., 1996) with 
two types of atmosphere given by Modtran; midlatitude 
summer and U.S. standard atmospheric profiles. Note 
that the total column water vapor content IV for the mid- 
latitude suininer profile is 2.92 g/cm’, whereas for the 
U.S. stanch-cl profile IV= 1.42 g/cm’. Then the radiance 
R, at ground level is simulated for six channels of TIMS 
hy Eq. (2) with the same variations of surface tempera- 
ture and elnissivity for the two preceding simulations. 

Dntn Set fiw Radiance at Satellite or Aircrnfi Lecel 
To study the sensitivity of different methods to the error 
of uncertainties of atmosphere in atmospheric correction, 
instead of simulating R, at ground level for TIMS as we 
did in the previous subsection, we simulated the radiance 
measured at satellite level, I, using Eqs. (1) and (2). The 
atmospheric quantities required in constructing 1, are 

TlSl Method 
Channel 1 

0.9 1.0 

Actual value 
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Figure 5 Variation of Ah in function of 
p and f for AT= + 10 K and T=300 K. 

again calculated using Modtran with two types of atmo- 
spheric profits: midlatitude summer and U.S. standard. 

Sensitivity Analysis 

Error Dole to Methocl Sin@fkntion 
In this section and in the following sections, we will take 
Channel 5 of TIMS as reference channel r and take 
& IILL\ =0.98 for each pixel. We denote E,, as the relative 
einissivity of Channel i to Channel r, that is, 

(14) 

As an example, Figure la shows the histogram of AEli= 

E;j-E 15, where E;j is the relative emissivity derived from 
the first synthesized data set by the six methods de- 
scribed above and EIj is the emissivity ratio computed 
directly by the emissivity value from Eq. (14). Figure lb 
depicts the standard deviation of AE for different chan- 

nels of TIMS. Those figures show that: 

a. The relative emissivity is underestimated by 

method a and an error of 0.6-l. 1% in function of 
channel number is given by method a while meth- 

ods RE and SR give an error of O.l-0.3%. 
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Figure 6. Effect of uncertainties of atmospheric parameters in atmospheric corrections on cd- 
dated relative emissivity. The d~scissa represents the actd V~IE El; com@etl directly US- 
ing emissi\ity values while the ordinate represents E;j calculated from the simulated radiance 
with an error of -+20% on the actual total water vapor content W. 
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Midlatitude Summer 
0.040 1 , I I I I I 1 
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Figrlre 7. Standard deviation of E:j-E,j cahdatetl \vith the deviate atmos$wre (water valxx content is underesti- 
nutted by 20%) versus TIMS channels for two types of atmosphere: a) midlatitude summer; b) U.S. stantiard 19X. 

b. Methods TISI, NOR, and REF give similar re- 
sults as demonstrated bv the second section. 

\Ve calculated, from the data set including instrument 
noise and systematic calibration error, the relative emissiti- 
vity using the six methods. Table 1 shows the maximum 
absolute error (absolute AE) and the standard deviation 
of AE for NEAT=O.l K, 0.3 K, and for systematic calibra- 
tion error AT, =0 K, Because the position of Channel 1 is 
fb-tliest from the reference Channel 5 and that of Chan- 
nel 4 is nearest to Channel S, the nlaximunl of AE and 
minimum AE are expected respectively in Channels 1 
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and 4. Subtracting the error resulting from the model ap- 
proximation given above, the error caused by instrumental 
noises is similar for all methods and varies from 0.002 to 
O.C)OS for AT, =0 K and for NEAT=O.l K to 0.3 K. We 
remarked from our calculations that the effect of system- 
atic calibration error (AT, = 1 K) on relative emissivity ex- 
traction is about six times smaller than that of NEAT= 
0.1 K ard therefore can be neglected. This is due to the 
Fact that systematic dibration error affects the bmd 
brightness temperatures for all bands in the sane direc- 
tion and that for the case without atmosphere [see ey. 
(lo)], the relative sensitivity E,j is equal to (7’,,/7’,,I)“t, 
therefore, the error on E,j is strongly reduced and cm 
he neglected in comparison with the instrument noise. 

0.9 1.0 

Actual value 
Figlrc 8. Same as Figure 6 hut for U.S. stan- 
dard atnlosphcre 1976 anti TISI method. 

- 



AT=20K 

Fipw 9. !‘ariation of 6c, 6~1 for AT,=20 K in 
function of the atmospheric water vapor content 
1V ant1 the relative error on W when the atino- 
spheric corrections are performed. 
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Error DIM to Uncertainties on the Estimation of to 1.2 times their actual values. As an example, Figure 2 
. Dow~~zcelli~~g Atuwsplreric Rntlinnce (R,,,J slmws the comparison of the relative emissivities E’,j de- 

In this section, to analyze the sensitivity of different rived from simulated data set by six methods and El5 cd- 

method to the error of &,I, we applied the six methods dated directly from emissivity values [ Eq. ( 14)], and 

to the data sets for radiance at surface level built up in Figure 3a displays the standard deviation of AE for all 

a previous s b ‘u section with RNhL values changing from 0.8 cl~annels of TIM S. 
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Figure 10. Relative spectral emissivity E:j de- 
rived from real TIMS data by normalization 

b method for different types of surfxes de- 
scribed in Table 2. The mineralogical and gra- 

I nuloinetric coinpositions of these-types of soils 

6 have been given in Table 2 of Houssa et al. 
(1996): a) tl wi 1 radiosonde data; b) with rnodi- 
fied radiosonde data. 

All methods, expect method a, give similar re- 
sults: an error of -20% on R,frl leads to an error 
of 0.015 to 0.010 on relative emissivity, as dis- 
played in Figure 3a. Those errors are smaller if 
the atmosphere is drier as this is the case for the 
U.S. standard atmospheric profile (IV= 1.42 
g/cm”) (Fig. 3b) instead of the midlatitude sum- 

mer atmospheric profile (W=2.92 g/cm’, Fig. 3~1). 
For TISI method, there is no impact of the error _ _ 

d. 

There exists a linear relationship between the esti- 
mated values of relative emissivity and its actual 
values as demonstrated by Figure 2. This linearity 
is much better when the atmosphere is drier as il- 
lustrated by Fig. 4. 

’ The two linear regression lines are asymmetric to 
line l:l. This means that the absolute error on 
relative emissivity due to a positive error of I$,,,1 is 

not the same as that due to a negative value of 
error on &,,,I. 

of &,,!I on relative emissivity if the actual value of 
relative emissivity is greater than 1.0 (Fig. 2). 

Those remarks can also be explained by the following 
mathematical analysis. 



Introducing A&,,[ into Eq. (7) or (11) and taking into 
account the definitions of /? and TISZ,:“’ given in Eys. (6) 
and (lo), \ve get the relative E’ 

from Eq. (lSa), we get Eq. (16a) or Eq. (16b): 

E’= 1 -PI Fe jP! 

l-LiO+J;) J l-pLl+J;) 

or 

with 

(1Sa) 

(15b) 

( 1 &I) 

(1fm 

This illustrates the linear relationship between E’ and E 
as we tlisl~lnyed in Figure d. 9 In the strict sense, b, de- 

pends ou surface temperature T, via /I, as shown in Eq. 
(6). If we approximate /?, ly the first order of Tayh 

expansion L md take into account Eq. (SC), we have 

p =--/&--- 
’ 1+ (ILIT)AT’ 

(Xc) 

where T is the mean of surface temperature T,, AT=T,- 
T, and /I( is p( correspouding to T. 

Thus, 1~ combining Eqs. (16~) and 16b), the varia- 
tion of b,(T,) to its mean value b,(T) can be expressed as 

From this expression, we remark that: 

a. The smaller $ p, and AT are, the smaller Ah, is. 

Noting that small p, nieaus dy atmosphere or/ 
and high surf&e teluperature, and small AT 
means small tl~ermal contrast in space. 

1~. The anq~litude of Ab, for -f;>O (overestimation of 

TIMS data (Day246) 
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Channel 1 
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\V=IV, ~4.32 g/:/,111’) and E;j detid \vith 

hiate atmospheres (\V=0.6tVj anti ‘IV= 
O.S\V,) for two view angles (nadir and 30”). 
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Spatial normalization 

SNI calculated with radiosonde data (W,=4.32g/cm2) 

R,J and AT<0 is larger than that for f;<O (un- 
derestimation of R,,& and AT>O. 

The numerical computation shown in Figure 5 illus- 
trates the variation of Ab2redicted in function of 3 and 
f for AT=+10 K and T=300 K. It is interesting to 
note 

a. 

b. 

that: 

The impact off on Ab is pronounced when f>O 
(overestimation of R,J as displayed by the upper 
right corner. 
For small 3 (pcO.2 for AT= ? 10 K) which corre- 
sponds to dry atmosphere or/and high surface 
temperature, Ah is smaller than 50.03 for almost 
all variations off leading to an error on E’ less 
than 0.03#(E-- 1) according to Eq. (16b). As 
shown in Figure 2, for Channel 1, IE- 11<0.3 
which means AE’<l%. That is, under some cir- 
cumstances, even if we neglect &,,,I (f= -1) in 
our calculation, the influence of the variation of 
surface temperature on E’ is negligible and the 
linear relationship between I? and E is almost in- 
dependent of T,. 

Error Dlle to Urzcertnintie.~ of Atmosphere in 
Atmospheric Corrections 
Since the intent of this section it to explore the sensitiv- 
ity of algorithms to residual, uncorrected atmospheric ef- 
fects, we first perform the atmospheric correction on the 
simulated data built up previously, with the atmospheres 
differing from the atmospheres we have used earlier by 
20% too little water and 20% too much water. Then we 
get the relative emissivities E:, from the atmospherically 
corrected radiance and compared them with the relative 
emissitivities E,, calculated directly from emissivity values 

Figure 12. Demonstration of the independent 
of spatial normalization index (SNI) on the er- 
rors caused by atmospheric corrections or other 
errors having the linear property. Same data as 
tlispla~yd on Figure 1 1. 

[Eq. (14)]. A s an example, Figure 6 shows this compari- 
son for Channel 1 for midlatitude summer atmosphere, 
and Figure 7a displays the standard deviation of AE for 
all channels of TIMS for this atmosphere. 

Some remarks can be made from those figures: 

a. 

b. 

c. 

d. 

e. 

All methods, except method a, give the similar re- 
sults and an error of -20% on water vapor con- 
tent (AW= -058 g/cm2) leads to an error of 
0.015 to 0.010 on relative emissivity as displayed 
in Figure 7a. Those errors are smaller if the at- 
mosphere is drier as this is the case for the U.S. 
standard atmospheric profile (IV= 1.42 g/cm’) 
(Fig. 7b) instead of the midlatitude summer atmo- 
spheric profile (lV=2.92 g/cm’, Fig. 7a). 
The error on relative emissivity due to an error 
of -20% on water vapor content is similar to 
that due to an error of -20% on downwelling at- 
mospheric radiance (comparison of Fig. 7 with 
Fig. 3). This shows that the impact of the down- 
welling atmospheric radiance error is important 
for relative emissivity retrievals. 
There exists a linear relationship between the esti- 
mated values of relative emissivity E’ and its ac- 
tual values E, especially for materials having the 
relative emissivity less than a fixed value, as dem- 
onstrated by Figure 6. 
The dispersion from the linear regression line 
due to the variation of surface temperature is am- 
plified for materials having the relative emissivity 
greater than the fixed value when the atmo- 
spheric effects are overestimated (Fig. 6, 
AW=o.zW). 
The fixed value depends on atmospheric water vd- 



Temporal normalization 

Channel 1 

-65 0.70 0.75 0.80 0.85 0.90 0.95 1 .oo 

E,/E~ calculated with radiosonde data (W,=4.32g/cm2) 

Figllr0 13. Illustration of the per- 
fimnance of the temporal norinal- 
ization metliocl to monitor the 
tenqmral variation of E. Samr data 
as displayed in Figure 11. 

0.65 
0 

por content. The drier the atmosphere is, the 
larger this fixed value is (comparison of Fig. 8 
with Fig. 6). 

f. The linear relationship is much better when the 
atmosphere is drier (comparison of Fig. 8 with 
Fig. 6). 

g. The error on relative emissivity due to an over- 
estimation of atmospheric effects is larger than 
that due to an underestimation of atmospheric 
effects. 

Similar to the analysis in the preceding section, we 
denote the errors of surface brightness temperatures and 
R ot,l generated by deviate atmosphere in atmospheric cor- 
rections as AT,, (Channel i), AT,, (Channel r), and AR,,,,,. 
From Eqs. (7) or (ll), the relative emissivity is calcu- 
lated 1~~ 

Taking the first order of Taylor approximation of B, and 
denoting r,,=~~n(T,l)ldTIBb(T,,)=,1~/T~~ (k=i or r), we have 

. E’ =TZSI;;(‘( l+L,AT,,)+,( l+J> __-- 
l+L,AT,,-fiil+J;) * 

L Replacing TISI,‘:” by Ey. (lSb), E’ becomes 

EC= Cl-P~>(l+LATd E I /iWT,d> 

l+WT,,-P,(l+J! 1 +&-AT,,--Pi 1 +J;) 
(17a) 

or 

E’-E=c,(E-l)+d, (17b) 

with Eq. (17~) 

c J,cf;- L,AT,,) + LSAT,, -L,AT,r 
, 

l+L,AT,,-p!( l+fl) 
an 

d 

rl = L,AT,, - L,AT,r 

’ l+L,.AT,,.-/I,(l+J;)’ 
(174 

Expression (1721) or (17b) illustrates the linear relation- 
ship between E’ and E as we showed in Figure 6. One 
should keep in mind that the slope c, and the offset d, 
depend on surface temperature via /?,, AT,,, and AT,,.. 
From expression (I7b), the variation of E’ (6E’) due to 
that of surface temperature may be written as 

6E’ =&,(E - 1) +&I,. (17d) 

Figure 9 displays by numerical simulation &,, &I, for 
AT,=20 K in function of the atmospheric water vapor 
content 1%’ and the relative error on IV committed when 
we perform the atmospheric corrections. This figure 
s110ws that: 

a. If E<l, there is some compensations between 
the first term and the second term in the right- 
hand side of Eq. (17d), otherwise the variation of 
E’ on surf&e temperature is amplified because 
6c, and M, are the same sign. In the case where 
E=l-&!,lGc,, 6E’=O. 

b. 6c,, &Z, are pronounced when the atmospheric ef- 
fects are overestimated (A\V/W>O), but their 
combination effect on 6E’ largely decreases when 
EC 1 as explained in a. 

c. For Wc2.0, the variation of E’ due to that of sur- 
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face temperature is less than 1% for 
)AW/Wl<40% and E<l (E between 0.7 and 1.0). 

In conclusion, one can say that: 

a. All methods are very sensitive to the uncertainties 
of atmosphere. Considering the overall error, the 
TISI and normalization methods are slightly supe- 
rior to other methods. Since the concept of nor- 
malization method is straight and simple, we se- 
lect it to deal with the real data in the following 
section. 

1,. The relative emissivity E’ calculated with deviate 
atmosphere is linearly related to the actual value 
E. This is a veq important property that we will 
explore in the following section. 

APPLICATION TO REAL TIMS DATA 

Data Collection 

The TIMS data were acquired during Hapex-Sahel ex- 
periment on 2 September 1992 at 13 h 36. The flight 
height was 600 m. The atmospheric profiles (PTU) were 
measured at 13 h by CNRM just one half hour before 
the airplane passed. The total column water vapor con- 
tent (to infinity) was 4.32 g/cm’ while the total water va- 
por up to airplane height was 0.94 g/cm’. TIMS data of 
flight 4 were used in this study. 

Preliminary Results 

Sample Spectral Analysis 
After the data calibration was performed with the two 
blackbodies on board, the count number was converted 
to brightness temperature. From this brightness temper- 
ature, the relative emissivity was derived using the nor- 
malization method in which the maximum emissivity 
among six channels for one pixel was set to 0.98 and the 
atmospheric quantities (z,, RolrT md R,,,,) were calculated 
by Modtran 3.S with the radiosonde data. 

As an example, Figure 10a shows the relative spec- 
tral emissivity shape E:i for different types of surf&e 

whose characteristics are shown in Table 2. Each value 
presented in this figure is the average of about 15*15 
pixel values on the same type of surf&e. LVe note that 
the relative emissivity curve for vegetation is not as flat 
as it should be, particularly, the relative emissivities in 

Channels 1 and 6 are smaller than the others. We 
thought this abnormality is caused by the imperfect at- 
mospheric corrections due to uncertainties of atmo- 
spheric profiles. Therefore, we modified the temperature 
and humidity profiles using two rules: 

a, Keep the adiabatic rate unchanged and modify 
the air temperature (T,) by adding a constant AT, 
up to 8 km. 

b. Modify the humidity (Hum) by a factor F: Modi- 
fied Hum=Measured Hum*F. 

The aim of those modifications is to get the emissiv- 
ity curve flat. In order to accomplish this objective, we 
first selected a box of 20*20 pixels of vegetaiion in the 
middle of image and took the average of their brightness 
temperatures to reduce the instrumental noise. Then, con- 
sidering the fact that vegetation is a good grey body, a 
least-square method was used to get four unknowns (one 

surface emissivity, one surface temperature, one AT,,, and 
one F) from six brightness temperatures (six equations, 
each for one channel of TIMS). The results we got for 
vegetation are &=0.964, T,=298.7, AT,,= -3.9 IS, and 
F=O.‘i’i. 

Instead of using the radiosonde data, we used the 
modified profiles to get the relative emissivity for above 
samples. Figure 101, displays those results. \\‘e note that 

a. The vegetation spectral shape is largely improved 
although this sample is not the sample we took to 
modify the atmospheric profiles. 

b. The differences of relative emissivity between 
Channels 1 and 3, and between Channels 3 and 
4 are vev useful to discriminate the different 
types of surface. 

Verificntion of Linear Eflccts Dw to the I,uperfect 
Atnmphcric Corrections 
The purpose of this subsection is to check whether the 
linear relationship between E’ and E we found above ex- 
ists on real data. To do this, we calculated respectively 
the relative emissivity E:, from TIMS data using the ra- 
diosonde data and the relative emissicity using the modi- 
fied atmospheric profiles (humidity has been modified 1))~ 
a factor of 0.6 and 0.8 and AT,,=0 K). If we assume that 
EclS derived with radiosonde data is the \ralue of true E Is, 
the linear correlation between those relative emissivities 
and those derived with the modified profiles should exist. 
Figure 11 shows those correlation for two cohlmns of im- 
age. Those two columns correspond respectively to two 
view angles: 0” and 30”. Lt7e note that at least for this 
image: 

a. The linear correlation exists. 
b. The slope and offset of those linear relations are 

ahnost independent on view angle. 

Possible Error Correction Methods 
As illustrated above, the effects of error in atmospheric 
corrections on relative emissivities are linear. Based on 
this property and assuming that there is no spatial varia- 
tion in the atmospheric conditions over the study region 
in the image, three methods are proposed to correct for 
those effects. They refer to the reference point calibra- 
tion method, the spatial normalization method, and the 
temporal normalization method. In the following, the 
subscript indicating the channel number will be omitted. 

Reference Point Cnlihrntior~ il4ethod: If the observa- 
tions are taken on the ground level and if the values of 
E for one reference point are known n priori from the 
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field measurements or from the other ways, according to time variation of relative emissivity is assumed, then the 

Eq. (16b), the offset of the linear relationship between linear regression on those selected points are processed 

E’ and E is -b which can be obtained by between time I (reference time) and each other time J 

b=(E“-E)l(E-1) 
to get the slope sip(J) and the offset c&(J). Under the 

and the slope is l+b. Noting that the E value of refer- 
assumption that the effects of spatial variation in the at- 
mospheric conditions at times I and] are not larger than 

,. ence point cannot be close to unity. the effect of instrument noise, with these slope and off- 
After knowing b, the values of E for other points in set, E’(J) for the entire data set at time] can be normal- 

the images can be easily derived by inverting Eq. (16b), ized to E(J-I) by 
that is, 

E=(E’+b)l(l+b). 

If the observations are taken from space, according to 
Eq. (17b), two reference points are needed to get-the 
slope (1 -t-c) and the offset (n-c) with which the E values 
for other points can be calculated from 

E=(E’+c-d)l(l+c). 

This method can be used to obtain the actual E values, 
but it needs to know n priori the E values for at least 
one reference point which is generally seldom available. 

Spatial Normalixtiow Method: Some applications , 
such as classification and discrimination of different types 
of surfaces need only some indices characterizing the 
surface intrinsic spectral property. Based on the linearity 
of errors due to the imperfect atmospheric corrections 
and taking into account the spatial information, an index 
called spatial normalization index (SNI) can be con- 
strutted-bv 

UN 

where E’ and oEc are respectively the mean and the stan- 
dard deviation of E’ observed on a zone. By considering 
Eq. (17b) into Eq. (18), SNI becomes Eq. (19): 

(19) 

which means that the index SNI is independent on the 
errors caused by atmospheric corrections or other errors 
having the linear property. 

It should be noted that this index is scene-depen- 
dent and it cannot be used to monitor the temporal vari- 
ation of surface spectral properties; thus it is impossible 
to perform the comparison between different images. As 
an example, SNI was applied to the data displayed in 
Figure 11. The results are shown in Figure 12 in which 
the abscissa represents the SNI obtained with the radio- 
sonde data while the ordinate represents SNI calculated 
with the deviate atmospheres. This figure illustrates the 
performance of the spatial normalization method. 

Teupral Nomrmlixtion Method: This method is also 
based on the linear relationship between E’ and E. Un- 
like the reference point calibration method, this method 
does not need to know the exact values of E for reference 
points. One needs only to choose a time 1 as reference 
time, and select some samples in the image for which no 

E(]--I)=(E’(J)-nfsti]))/,sl~(]), cm 
where E (J-Z) is the relative emissivity at time J normal- 
ized to that of reference time I, that is, the relative emis- 
sivity which would have been obtained at time J with the 
atmosphere at time I. According to Eq. (17b), .slp(j)= 
1 +c, 0@(J) =d-c. 

As expected, the linear errors at time J with respect to 
reference time I are suppressed by Eq. (20); therefore the 
monitoring of the temporal variation of E becomes pos- 
sible using temporal normalization methods. If E (]-+I)# 
E’(I), one can say the surface spectral properties have 
been changed during times I and J; otherwise they re- 
main constant. 

As we did for spatial normalization method, we take 
the data displayed in Figure 11 as an example and sup- 
pose the TIMS data be acquired three times over the 
same region with the same surf&e and atmosphere (in 
f&t, we have only one image). We choose E’ obtained 
with radiosonde data as E’(I) and the two others (F~0.6 
and 0.8, AT,=0 K) as E’(J). Then applying the temporal 
normalization to these data, we got E(J-+I). Since we 
have only one image, the surface properties are the same 
for three times, as we expected, representation of 
E (J--*7) in function of E’ (I) should be laid on 1: 1 line as 
demonstrated by Figure 13. 

CONCLUSION 

The sensitivity of six published methods for extracting 
relative spectral emissivity information from thermal in- 
frared multispectral data to different sources of error has 
been analyzing using the simulated data. The results of 
this analysis show that all methods are nearly insensitive 
to instrumental noise and systematic calibration error but 
are very sensitive to the atmospheric correction errors 
particularly when the atmospheric effects are overcor- 
rected for. Considering the overall error, the TISI and 
normalization methods are slightly superiors to other 
methods, thus we recommend users to use those two 
methods for their proper applications. The study also 
shows that the relative emissivity derived with deviate at- 
mosphere is linearly related to its actual value. Based on 
this property, we propose three methods to correct for 
the errors caused by atmospheric corrections under hori- 
zontally invariant atmospheric conditions. A practical anal- 
ysis with the real TIMS data acquired for Hapex-Sahel 
experiment in 1992 supports the simulation results. 
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